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Energex Limited (Energex) is a Queensland Government Owned Corporation that builds, owns, 

operates and maintains the electricity distribution network in the fast growing region of South East 

Queensland.  Energex provides distribution services to almost 1.4 million connections, delivering 

electricity to 2.8 million residents and businesses across the region.   

Energex’s key focus is distributing safe, reliable and affordable electricity in a commercially balanced 

way that provides value for its customers, manages risk and builds a sustainable future.   
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1 Introduction 

Telecommunications systems are used to provide the information exchange services 

essential for the efficient and effective management of Energex’s electrical network assets. 

Energex Telecommunications systems: 

 Improve safety through effective person-to-person remote communication in real-

time; 

 Make possible the centralised  monitoring & management of the power distribution 

network and coordination of protection between sites; 

 Extend the reach of corporate information systems for improved productivity across 

the organisation; 

 Support the efficient operation and adaptation of the electrical distribution network 

through a common infrastructure. 

Energex embarked on a substantial telecommunications infrastructure modernisation 

programme in 2009 with investment in an IP/MPLS core network and the roll-out of a mesh 

radio edge network as described in the 2008 Energex Telecommunications Strategy [8]. 

Energex considers that, as part of the Telecommunications Strategy 2015-20 (the Strategy), 

it is prudent to continue the core network deployment, scale back the planned mesh radio 

edge network deployments and continue the work needed for capitalising on the improved 

core network infrastructure, to deliver better long term outcomes for both Energex and its 

customers. 

For this reason, this Strategy sets out the strategic objectives and operational requirements 

of Energex with respect to Telecommunications services and undertakes an evaluation to 

determine the most appropriate model to deliver these services over the 2015-20 regulatory 

period. 

While this Strategy establishes the future program of work, the Network Asset Management 

Policy (RED 00807 / BMS 03595) provides the processes and practises that form the key 

inputs into this decision making process.  
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This Strategy is to be read with the following associated documents: 

[1] Joint Network Vision (Outlook to 2030) (Energex Form 8093, Appendix 9 of RED 

00775) 

[2] Joint Network Technology Strategy (Energex RED 00776 / Energex BMS 03551)  

 

Other supporting documents which may assist with deeper understanding are: 

[3] Business and Information Blueprinting Program - 2015 Future State Blueprint – (14 

November 2011 Version 1.5 – Endorsed)  

[4] Office of the CIO 2020 Architecture Vision Network Asset Management and 

Operations 

[5] Refurbishment / replacement Refurbishment and Replacement plan - 

Telecommunications Equipment (Energex STD 00945 / Energex BMS04173) 

[6] CSIRO report “Enabling Australia's Digital Future: Cyber Security Threats and 

Implications” (http://www.csiro.au/Organisation-Structure/Flagships/Digital-

Productivity-and-Services-Flagship/Smart-secure-infrastructure/Enabling-Australias-

digital-future.aspx)  

[7] SCADA & Automation Strategy 2015-2020 

[8] Energex Telecommunications Strategy (2008) 

[9] Energex Distribution Annual Planning Report 2014/15 – 2018/19  

[10] An Architecture Vision for the Smart Grid enabled Enterprise in 2030 (JFSA 2030)  
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2 Purpose and Structure 

 Purpose 2.1

The purpose of this Strategic Plan is to identify: 

 The strategic objectives and operational requirements of the business over the next 

regulatory period; 

 The existing and ongoing capability of Energex Telecommunication assets; 

 Any shortfalls between current capability and future operational requirements; and 

 The most cost effective way of delivering telecommunications services to meet 

future operational requirements. 

This Strategy is prepared in compliance with Energex’s Corporate Strategy. 

 Structure 2.2

To achieve its purpose, the Strategy is structured according to the following sections: 

1) Strategic Objectives – provides an overview of the strategic planning process and 

explains how the corporate strategic objectives are translated into operational 

initiatives and outcomes to be delivered by this Strategy; 

2) Existing Capability – details the current operational capability of current  

Telecommunications services; 

3) Operational Requirements – specifies Energex’s future operational and service 

requirements; 

4) Options Assessment – describes the assessment process to determine what is the 

most appropriate service delivery model going forward; 

5) Costed Solution – provides detailed costs of the preferred service delivery model; 

6) Governance – sets out the governance arrangements associated with this Strategy. 
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3 Strategic Objectives  

This Strategy is part of an overall strategic planning process that ensures that the corporate 

strategic objectives are operationalised within the business. This framework is characterised 

by the inter-linkages detailed in Figure 3.1. 

 

 

 

 

 

 

 

 

Figure 3.1: Energex’s Strategic Planning Process 

 Network Asset Management Strategy 3.1

Energex’s network asset management strategy aims to achieve the following objectives: 

 Compliance with statutory obligations including  safety, environment, and regulation 

and Energex Distribution Authority policies and standards 

 Business outcomes achieved and customer and stakeholder expectations met 

including acceptable levels of network reliability 

 Investment principles and optimised asset investment plans that balance network 

risk, cost and performance (service) outcomes 

 A focus on asset life-cycle management including asset data and information and 

communication  technology (ICT) initiatives (data adequacy and quality) 

 Modernisation of the network to meet required business and customer outcomes 

 Further development of Energex’s asset management system (practice). 

The asset management strategy is supported by a suite of policies, plans and guidelines. 

The delivery and application of the overall strategy will ensure that Energex continues to 

meet network challenges, deliver its asset management objectives and provide balanced 
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results to customers and shareholders. How Energex Telecommunications directly 

contributes to these outcomes is detailed in section 3.2. 

 Telecommunications Strategy  3.2

The role of telecommunications systems is to optimise power system performance and 

minimise operating costs. 

Consequently, Telecommunications  is directly relevant in the delivery of operational 

excellence as part of the Business Performance operational strategy and achieving a 

Network delivering customer value and choice as part of Transformation Performance 

operational strategy. 

The Telecommunications activities necessary to ensure these outcomes are achieved are 

detailed in sections 3.2.1 and 3.2.2 respectively. 

3.2.1 Business performance  

Telecommunication systems target improved business performance in the following areas: 

 safety; 

 compliance; 

 reliability; 

 productivity; and 

 efficiency. 

3.2.1.1 Safety 

Energex Telecommunication systems: 

 Enable teleprotection systems: without reliable, low latency communications 

between substations, would not be able to employ teleprotection. 

 Enable real-time direct communication between workers: timely, direct person-to-

person communication reduces risk. 

 Enable remote monitoring & control: without the communications links, remote 

control (such as quickly & safely isolating power in a “wires-down” event) is not 

possible.  

 Enable improved site access security: communications links enable central 

monitoring & control of substation access control systems.  
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3.2.1.2 Compliance 

Energex Telecommunications systems mitigate the risk of non-compliance through: 

 Enabling inter-site protection communications with low latency links 

 Enabling remote monitoring & control of the primary plant via SCADA (Supervisory 

Control and Data Acquisition) system and DMS (Distribution Management System) 

 Enable data provision to Powerlink 

 Continued mesh radio network deployment & use to maintain the improved levels of 

SADI resulting from the DSS (Distributed SCADA System) deployment.  

 Remote engineering access to enable faster identification of faults on primary 

network through remote analysis of protection relay oscillography and event 

capture. 

 High availability of key data services such as inter-site protection links to minimise 

impact on electrical network state from any telecommunications plant failures (e.g. 

diversity in paths and direct signalling where feasible). 

 Active monitoring of telecommunications plant with network management / element 

management tools to minimise time needed to locate and isolate telecommunication 

network faults on protection services and other important services.  

3.2.1.3 Reliability, Availability, and Power Quality 

Through various means, the Energex telecommunications system enhances the reliability, 

availability and power quality of the power system network: 

 Enabling improved protection schemes, reducing the risk to primary plant from 

faults 

 Enabling the remote visibility and control of the power system via DMS, Substation 

SCADA & DSS  

 Enabling rapid fault isolation & outage restoration. 

 Enabling measurement and operational adjustments to voltage at Substations and 

on long rural feeders. 

3.2.1.4 Productivity 

Energex Telecommunications systems improve productivity through: 

 Communication between distributed workforce (e.g. mobile radios, telephones in 

substations) 

 Enabling efficient network switching operations via DMS, Substation SCADA, and 

DSS  
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 Access to current information from worksites (e.g. secure access to corporate 

information systems from substations) 

 Remote access to information sources within substations for condition 

monitoring/assessment of primary plant 

 STPIS targets through mesh radio system supporting DSS deployment 

3.2.2 Transformation performance 

Creating a network delivering customer value and choice requires the business to respond 

effectively to changing technology to allow for the efficient integration of new energy 

generation and delivery technologies and customer end-use technologies. 

The technological changes that are expected to have the most significant impact to 

improving Telecommunications capability and cost are: 

 Embedded processing; 

 Ethernet, Internet Protocol (IP), and MPLS  

 Wireless technology advancements; 

 OT/IT Technology convergence; and 

 OT/IT integration. 

3.2.2.1 Embedded processing 

The expression of equipment functions through software not hardware enables rapid 

improvements in the number, type and sophistication of functions. It allows design errors to 

be fixed and new and improved functions to be added during the lifetime of the equipment.  

The effects of “Mores law” (the doubling of transistor density every two years) and low power 

computing (driven by mobile phones and tablets) also enable the adoption of IT technologies 

requiring higher levels of processing power (originally impractical to deploy in harsh 

environments). 

3.2.2.2 Ethernet, Internet Protocol (IP), and MPLS 

Data networks based on packet switched technologies incorporating Ethernet interfaces and 

Internet Protocols have driven the expanding availability of the internet and associated 

growth in cost effective consumer products, applications, and services. This technology is 

mature, ubiquitous, and mainstream. ‘Intelligent’ power network measurement, monitoring & 

control devices are rapidly incorporating this technology.  

Systems and products based on older circuit switched technologies are being obsoleted. 

Data, voice and video services are all now carried over packet switched networks. 



 
 

- 13 -  Telecommunications Strategic Plan 2015-20 

Enhanced data network based on Multi-Protocol Label Switching (MPLS) can carry both 

older technology (serial data, 2Mbps trunks) and new technology (Ethernet/IP) services. 

3.2.2.3 Wireless technology advancements 

Consumer demand for faster mobile internet access (lower latency, higher bandwidth) is 

constantly driving developments in wireless data transfer. 

3.2.2.4 OT/IT technology convergence 

SCADA and Automation, Protection and Telecommunication systems (Operational 

Technologies or OT) benefit from the adoption of international standards originally 

developed for IT and telecommunications equipment and systems.  

3.2.2.5 OT/IT integration 

Data which was previously stranded on the OT side of the OT/IT divide can now be 

channelled efficiently into enterprise application systems, to improve both understanding and 

management of the power system and its associated secondary systems. 

 Strategic Challenges 3.3

The ongoing successful delivery of Telecommunication services in the 2015-2020 period is 

subject to both externally and internally derived challenges. 

3.3.1 External challenges 

3.3.1.1 Discontinuance of external service provider furnished networks 

The services which rely upon external service provider furnished networks always carry the 

risk of discontinuance of the service by the provider. 

In the case of the leased-line services (aka Voice Grade Dedicated Links (VGDL) or 

Permitted Access Private Line (PAPL) which Energex used extensively to provide data links 

for SCADA services, the public carrier discontinued their use, forcing a migration of services 

to an alternate network. 

Similarly, the planned shutdown of the Fleetcoms network used for Energex Trunk Mobile 

Radio by the provider is driving the need for a significant project to migrate those services. 

Other changes such as the requirement to accommodate NBN connections rather than 

regular PSTN at locations where the public network is migrated also impose additional work. 

While in general there is reasonable notice given of intent to change, these services are 

always at risk of impact from changes driven by external entities, requiring investment, 

incurring opportunity cost through diversion of staff and deferral of other works to 

accommodate. 
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3.3.1.2 Technology driven obsolescence. 

The enormous global market for internet enabled products and services have driven 

telecommunications network technologies and new network product developments. The 

effects of global markets, and the global financial crisis had a significant impact on the 

telecommunications network suppliers, with many product ranges being sold, rationalised, or 

discontinued. The major provider of PDH (time division multiplexed technology) multiplexer 

equipment that was the mainstay of Energex’s operational telecommunications network 

through the 1980’s,1990’s and 2000’s has stopped sale of that product line. This will be a 

market place trend. 

3.3.1.3 Performance pressures 

The essence of adoption of advanced technologies in pursuit of the benefits associated with 

the Smart Grid concept are heavily reliant on communications technologies. The high 

penetration of domestic PV makes this a priority for Energex. 

3.3.1.4 Cost pressures 

Energex will demand improvements in the lifecycle costs of Telecommunications services, in 

response to cost pressures on the business as a whole. Lifecycle costs reflect such factors 

as initial purchase/installation price, product lifetime and workforce productivity. Productivity 

pressures will increase due to a proliferation of “intelligent” devices, all of which will have to 

be monitored and managed. 

3.3.1.5 Cybersecurity pressures 

Threats to the availability of telecommunications services will increase due to the increased 

interconnectivity of systems, greater extent and higher exposure. The extent will increase in 

physical (e.g. geographical) and logical (e.g. number of subsystems) dimensions. The 

exposure will increase through connectivity with external (potentially hostile) systems and 

through the use of commercial telecommunications components having well publicised 

vulnerabilities. 

3.3.2 Internal challenges 

3.3.2.1 Accommodation of ongoing changes to business needs 

As Energex responds to changes in customer needs, economic conditions and 

developments in the products available for improved Network performance, it can impact 

planned works. The consequential changes to telecommunications service requirements can 

require re-allocation of resources to enable cost-effective, architecturally compliant solutions. 

The migration/continued rollout of the IP/MPLS core network infrastructure with shift to a 

‘service deployment’ processes will assist.  
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3.3.2.2 Establishing internal confidence in teleprotection over MPLS 

While Energex is by no means at the leading edge with respect to MPLS adoption, the 

migration of critical teleprotection services to MPLS transport is still relatively new in the 

industry. 

In the 2015-2020 period, Energex will actively identify the constraints and appropriate 

conservative engineering boundaries needed to be able to migrate these critical services to 

MPLS transport within the capability limits of our IP/MPLS network. Migration of 

teleprotection services will occur where feasible and prudent. 

This will facilitate withdraw from service of the older/obsolete PDH based network products.   

3.3.2.3 Legacy fleet 

The telecommunications fleet includes unsupported and obsolescent equipment which 

requires upkeep in terms of both skills and spare parts. 

3.3.2.4 Systems integration 

The convergence of technologies across the whole Operational Technology & 

Telecommunication (OT&T) domain – telecommunication, protection, SCADA, automation 

and condition monitoring, and with IT, raises serious questions about how to organise 

equipment, systems, processes and skills for maximum business benefit. 

3.3.2.5 Emergence of impacts from other business changes 

Activities that alter the location of telecommunication facilities can have direct impact on the 

availability of key resources. Alterations to accommodate business decisions such as 

location/relocation of data centres, offices, depots, hubs, etc. have flow on effects to the 

supporting infrastructure and may displace planned telecommunication works. 

3.3.2.6 Workforce capability 

The increased deployment of ‘intelligent’ power network devices with Ethernet/IP interfaces, 

the increased deployment of modern IP/MPLS based telecommunications network products 

and associated advanced management toolsets will require continued skills training and 

development for our capable workforce. Modern networks and advanced toolsets will enable 

business efficiencies, and value. 

Continued strong partnerships with our telecommunications network equipment providers 

will be required.  

3.3.3 Summary 

Energex is well under way with its transition from dependency on 1980s generation 

telecommunications core infrastructure to a modern core telecommunications network that 

will meet the current and future business needs of Energex. This IP/MPLS core network and 
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the data centres Operational Technology Environment (OTE) has been designed with 

consideration of best practice cybersecurity principles. The core IP/MPLS network will 

continue to be rolled out over the next 5 year period. This, together with migration of existing 

services to Ethernet/IP based protocols will enable the decommissioning of obsolete older 

technology equipment. The mesh radio network upon which the DSS system depends 

provides a cost effective solution for DSS system and has achieved the targeted 

improvements in SADI and helped Energex to exceed its STPIS targets. This system will be 

expanded as needed over the next 5yr period. In the longer term, the DSS system is likely to 

migrate to some other wireless based technology. 

Telco carrier based network services will continue to be used for some operational purposes 

where available, adequate, and cost effective. These may transition to Energex telecoms 

network based services as they become more widely available.  
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4 Existing Systems and Capability 

A key input into the determination of resources necessary for the delivery of 

Telecommunications services for inclusion into Energex’s Regulatory Proposal is an 

understanding of the capability of the existing system and whether enhancements are 

required to meet future operational needs.  

This chapter details the current operational capabilities of the existing Telecommunications 

system. 

 Overview of the Current Telecommunications System 4.1

Energex’s current Telecommunications system can be divided into main subsystems and 

key interfaces to related systems:  

Physical Bearer networks (Copper Pilot, Optical Fibre, Microwave) 

 Optical Fibre Bearer network 

 Copper Pilot Bearer network 

 Microwave Radio Transport network 

Core & Intermediate networks (IP/MPLs, PDH) 

 IP/MPLS (Matrix) Transport network 

 PDH Transport network 

 OPS-WAN (“Legacy-net”) Transport network 

 External Service Provider IP-WAN Edge Transport network 

OT&T central applications & infrastructure 

 Operational Technology & Telecommunications back-end infrastructure  

 Substation Voice Services network (including OTN) 

 Miscellaneous services systems. 

Edge networks (fixed and mobile) 

 Mesh Radio (Utilinet) Edge Transport network 

 Trunk Mobile Radio (TMR) Primary Field Services network 

 Substation Local Area networks  
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Key interfaces: 

 Revenue Metering services interface  

 Distribution network monitoring interface  

 Corporate networks interface 

 External Service Provider Public network interface 

 Powerlink networks interface 

 Ergon Energy networks interface 

4.1.1 Optical Fibre Bearer network 

The optical fibre bearer network is the physical cables and associated plant that is used to 

communicate between substation, depot and control/central sites. 

Energex began the transition to fibre optic communications bearers from the older copper 

pilot cable bearers in 1985. 

Since then a combination of organic growth, faulty copper pilot bearer replacements, the 

policy to deploy fibre with underground transmission feeders and strategic fibre-infill works 

has seen the network grow to more than 1,460 fibre optic bearers1 across approximately 

3,360 km. 

4.1.2 Copper Pilot Bearer network 

Prior to the introduction of fibre optic bearers, copper pilot cables were the preferred bearer 

used as the communications medium for telecommunications between substation sites. The 

Energex copper bearer network is aged, heavily committed, (little or no spare channels) and 

becoming unreliable. Copper networks are not current technology and suffer propagation 

and speed limitations and as such are limited in the services they can provide. 

While Energex no longer actively deploys new copper cable bearers, a substantial installed 

base of copper pilot cable bearers is still in use for telecommunications. The majority of the 

copper bearer network is utilised for direct connection of protection circuits, though the use 

of PDH type technology from Nokia is being used to provide 2Mbps E1 (or fractional E1) 

capacity across suitable copper links to increase capacity of some parts of the copper 

network. 

Energex currently manages 1146 copper pilot cable bearers across approximately 1,375km 

of network. 

                                                
1
 At time of writing, the allocation of main bearer numbers has reached FO1464. This excludes the cables with special 

designations such as those interfacing to QR and other separately identified bearers (FOW, FOT, FOS etc.).  Including the 
ancillary cables and current proposed cables there are currently 1593 optical fibre bearers across 3,568km in the CBMD 
database. 
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4.1.3 Trunk Mobile Radio (TMR) Primary Field Services network 

The primary mission-critical mobile field communications network is currently the 

Fleetcomms TMR system. There is community and government expectation that Energex 

will be able to continue to operate and effectively control its network soon after any disaster. 

When all else fails, voice directed, manual operation is the fall-back approach. 

Energex TMR equipment is capable of exclusive radio channel use, interconnection to 

PSTN/mobile phone services and PMR operation (similar to public CB radio). The Energex  

TMR fleet of radios includes 550 vehicle mounted radios, Office Triggers (base stations) in 

storm rooms, TACT units for PSTN connection and handheld radios. 

Cellular telephony is also used (refer section 4.1.15), however the public carrier cellular 

networks are designed as a commercial offering and do not meet the coverage and 

availability requirements. This has been evidenced during all of the major storm events, with 

the cellular networking failing at crucial times during power restoration efforts, ironically often 

due to power outages. 

The TMR network was originally scheduled for decommissioning in June 2012 but has been 

extended by Telstra out to at least 2017/18.     

4.1.4 Digital multiplex (PDH) Transport network 

Prior to the introduction of the IP/MPLS network, the PDH based digital multiplex network 

has been the primary mechanism for data transport between substation sites.  In order to 

provide the Telecommunication requirements for Bulk and zone substations, depots and 

offices, Energex has been using PDH multiplexer equipment since 1996. This equipment 

provides the voice frequency, RS-232, Sub/Exchange, X.21, 10/100 Base-T and G.703 

interfaces in order to provide for corporate data, operational data, protection, operational 

voice and SCADA circuits. The fibre cables have been utilised to provide 2-34Mbps links into 

substations and depots/offices by the use of fibre drivers. The copper cables have been 

utilised to provide 2Mbps digital links between sites with the installation of SHDSL drivers. 

PDH nodes are installed across 284 sites, with 511 multiplexors, primarily providing services 

for Protection (311), SCADA (122), internal voice, site security (93) & remote engineering 

access (136). 

4.1.5 IP/MPLS (Matrix) Transport network 

The Energex IP/MPLS network is being deployed to reduce and eventually remove 

dependence on the now End-of-Life PDH equipment and transition to a higher capability, 

higher capacity core transport to better meet current and future needs. 

At present there are 74 commissioned IP/MPLS nodes at sites across south-east 

Queensland. 
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4.1.6 Mesh Radio (Utilinet) Edge Transport network 

A mesh radio network has been deployed primarily to service the needs of the Distribution 

SCADA system.  

1,700 remotely controllable sites with an additional 334 installed with communications 

available but not yet commissioned for remote control. 

This system is based on the best technology that was commercially viable for the intended 

purpose at the time of its deployment, however with its very limited data bandwidth, and 

relatively slow response times is seen as based on an interim / stepping-stone technology. 

In addition to the mesh radios, there are a very small number of legacy DSA radios slated for 

replacement or decommissioning that are currently in service. 

4.1.7 External Service Provider IP-WAN Edge Transport network 

With the external withdrawal from service of leased lines (voice grade dedicated line) by the 

public carriers, a number of services were temporarily migrated to an interim external service 

provider’s data network employing DSL and 3G public carrier services and appropriate data 

encryption. While not currently using 4G services, they can be deployed within this network if 

required. 

This network is considered only an interim solution for most sites due to the very limited SLA 

and its dependency on external commercial infrastructure that typically becomes congested 

in times of major events such as flooding and unavailable shortly after power to the carrier’s 

site is lost. 

4.1.8 Microwave Radio Transport network 

In a number of locations in SEQ, connection via a cable bearer network is impractical and a 

direct radio bearer link offers a more economically acceptable alternative.  

Energex has 23 microwave radio sites with 60 microwave bearer links carrying services for 

protection, SCADA, engineering services etc. 

4.1.9 Operational Technology & Telecommunications back-end infrastructure  

With migration to an IP/MPLS network and the associated step change in cybersecurity has 

come the need for additional back-end services and segregated data communication 

networks for hosting and managing OT applications. An Operational Technology 

Environment (OTE) has been established at Energex’s operational data centres. Shared 

infrastructure for IP-related services such as DHCP, DNS, etc. as well as tools for managing 

and maintaining the telecommunications system are hosted in a secure area in-line with 

recognised good practice. 
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The OTE now hosts the PowerOn Fusion DMS, and various Telecoms Network 

Management Systems (NMSs). Refer to Section 5.2 for a high level diagram showing OT 

applications deployed in the OTE. 

A virtual network operational centre (NOC) has been established for monitoring & managing 

the SCADA & Telecommunications networks and systems. This is referred to as the SCADA 

& Telecommunications Operational Centre (STOC). 

4.1.10 OPS-WAN (Legacy-net) Transport network 

To provide access to corporate services from substation sites, an interim flat IP network was 

deployed using the digital multiplex (PDH) systems for carriage between sites. 

Elements of this system are still in service in many substation sites, however the security 

posture of this older network has been significantly enhanced.  

As services are migrated to the IP/MPLS network, the nodes of this interim network are 

decommissioned. 

4.1.11 Substation Local Area networks  

As secondary systems devices migrate to IP network based communications the needs of 

the local area networks within substations grow. At present these networks are typically quite 

limited, but the IP/MPLS infrastructure has been architected so it can expand to 

accommodate the anticipated service, traffic and interface growth. This will also improve 

what  can be achieved with the potential transition to COTS RTUs for SCADA. 

4.1.12 Substation Voice Services network (including OTN) 

The Operational Telephone Network and Pilot Phone Network are 'in house' telephony 

platforms for voice communications between Control Centres, metropolitan substations, and 

regional remote radio sites. 

Currently there are 510 PSTN lines in use for operational communications with substations 

via the public carrier network.  

In addition to this there are 76 PBX/OTN direct lines providing control room console voice 

services to substation locations and hotlines to other key sites provided via the Energex 

internal operational voice services network. These are independent of the regular corporate 

telephone infrastructure and not reliant on the public carrier networks so critical services 

remain available during times of natural disaster. 

4.1.13 Revenue Metering services interface  

The revenue metering infrastructure is mostly independent of the operational 

telecommunications network, and utilises public Telco mobile data services where coverage 

is available.  
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4.1.14 Distribution network monitoring services interface  

The data communications network for distribution network monitoring services currently 

leverages the meter reading infrastructure.  

A trial of European power line carrier technology (PRIME) for data communications with 

meters / network monitoring units has demonstrated some promise. 

4.1.15 Corporate networks interface 

A number of services are provided and managed through Energex’s IT provider 

arrangements. This is typically the case for services where there is no need for physical 

access to electrical substation sites in order to maintain the services. 

The corporate telecommunications includes: mobile voice & data via pubic carrier, voice & 

data fixed point in office locations. 

In addition to the services entirely managed within the IT services framework, a number of 

administrative functions such as billing of PSTN and IP-WAN Edge Transport are handled 

with corporate billing for improved operating efficiency. 

4.1.16 External Service Provider Public network interface 

Energex makes use of public network infrastructure where feasible. 

General corporate telecommunications (internal PBX and interface to public telephone 

services and mobile phone) are managed by SPARQ Solutions on behalf of Energex, with 

various interfaces between groups. 

Where practical the internal networks are used to reduce the number of services required 

from public network interfaces to decrease operational costs. 

4.1.17 Powerlink networks interface 

Energex has a number of interfaces with Powerlink for various telecommunications services. 

 Tele-protection services associated with power network interconnections. 

 Carriage of Energex services over Powerlink infrastructure where Energex does not 

have plant but requires a telecommunications service 

 Carriage of Powerlink services over Energex infrastructure where Powerlink does not 

have plant but requires a telecommunications service 

 Power network control and monitoring data between Powerlink EMS and Energex 

DMS. 

These services are co-operatively managed to provide clear delineation of responsibility and 

lower costs to customers through sharing of infrastructure. 
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4.1.18 Ergon Energy networks interface 

Energex has a number of interfaces with Ergon Energy for various telecommunications 

services. 

• Carriage of Energex services over Ergon Energy infrastructure where Energex does 

not have plant but requires a telecommunications service 

• Carriage of Ergon Energy (non-carrier) services over Energex infrastructure where 

Ergon Energy does not have plant but requires a telecommunications service 

These services are co-operatively managed to provide clear delineation of responsibility and 

lower costs to customers through sharing of infrastructure. 

 Existing Capability and Performance 4.2

The current core capability of Energex’s telecommunications system is sufficient to operate 

the network now, but it is evident that additional capability and performance will be required 

as the industry develops and Energex evolves to respond to the needs of its customers and 

the community.  Energex has maintained its capability to deliver telecommunications 

services in a manner that is largely transparent to the business functions that are heavily 

dependent upon them. 
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5 Future Requirements 

To establish the most appropriate level of operational telecommunications capability it is 

necessary to identify future business requirements. 

Once these requirements are established then an objective assessment of the ability of the 

existing system to meet these obligations can be made and, where there are service gaps, 

an appropriate response can be developed. 

This chapter sets out the operational requirements of the business. 

 Operational Requirements  5.1

Energex’s basic operational requirement of telecommunications systems is that they provide 

the following capabilities:  

 Data services to enable teleprotection 

 Voice communication services to enable centralised Network Operations control 

 Data services to enable the remote control & monitoring of primary plant (SCADA, 

Statistical metering, transformer monitoring, power quality monitoring etc) 

 Data services to enable status and control information exchange with key external 

parties (Powerlink, Ergon Energy) 

 Data services to enable protection, status and control information exchange with 

embedded generation 

 Revenue metering data services 

 Data services for remote monitoring and management of secondary systems 

 Data services for the collection of key Network performance figures (voltage 

regulation, power quality etc.) to support effective Network planning  

 Data services for collection of asset condition monitoring for support of condition 

based maintenance rather than time-scheduled maintenance. 

 Data services for the geographically dispersed distribution network (DSS) sites 

 AFLC replacement service(s) for demand management (timeframe unclear). 

 Services for site physical security such as access control, alarm systems and video 

surveillance 

 Corporate telecommunications services (standard phone, mobile phone, corporate 

LAN etc.) 
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5.1.1 Enumeration of services 

Service type  Communications and description  
Potential number of 

Devices 2025  

Digital protection 

services   

TDM services  400 – 500 Subs   

SCADA services  DSA/DSS and Substations Including condition 

monitoring and reporting of critical plant, and the 

ability to forecast asset deterioration prior to failure 

and enable preventative actions.  

400 – 500 Subs 

7,000 – 10,000 of 

the30,000 – 40,000 

installed switches  

Operational Voice and 

operational data 

services  

In vehicle and mobile communications devices  1000 – 5000  

Lower level SCADA 

type services  

Distribution transformer monitoring (43,000 now 

unmonitored)  

20,000 - 40,000 

Transformers  

Loss of service alarms  20,000 to 2 Million  

Equipment monitoring and alarms  10,000 to 100,000  

Distributed generation monitoring  10,000 – 1,000,000  

Asset Condition 

monitoring & remote 

engineering access 

Asset condition monitoring data for support of 

condition based asset management in line with ISO 

55000. 

Remote engineering access for detailed incident 

analysis, configuration management validation, 

secondary systems fault analysis etc. 

Remote monitoring of high risk plant to mitigate risks 

to staff and network. 

100-600 

 

10-100 devices per 

substation 

 

10-100 

AMI or customer 

premises based 

services  

Metering at one per premises  1-2 million  

At 5 controllable loads per premises  

(e.g. Air, pool, fridges, electric car charge)   

 5 million + load 

controlled devices  

Corporate  PC’s, servers, systems, phones, video conferencing.  2000 - 5000  
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Service type  Communications and description  
Potential number of 

Devices 2025  

Safety/site security   Site access control. 

Video in substations and where benefit is identified.  

RFID technology.  

400 – 500 Subs   

1000+  

5.1.2 Data services to enable teleprotection 

Energex telecommunications currently carries 424 protection data services at or above 

110kV, and 536 at 33kV level. Any extended outage (>8 hours) of these protection data 

services can require the associated feeder(s) be de-energised. 

The need for these services is ongoing. Growth due to additional power network growth is 

expected to be slow based on forecasts2, however migration of existing services off old 

copper bearers is required to maintain network reliability. 

5.1.3 Voice communication services to enable centralised Network 

Operations control 

The current requirement for both fixed and mobile voice services which can be relied upon at 

locations where the general public telephony networks are unavailable remains unaltered.   

The replacement of the TMR system is focused on the same basic business needs. 

5.1.4 Data services to enable the remote control & monitoring of primary plant 

SCADA (Transmission & Sub transmission) requires real time access with medium 

sensitivity to latency. When the transition is made to IEC61850/CIM centric data 

communications for SCADA between substations and the central systems (DMS), much 

higher bandwidth, native IP data links will be needed. For further detail refer to the SCADA & 

Automation Strategy [7]. 

5.1.5 Data services for remote monitoring and management of secondary 
systems 

As the remote monitoring and management features available in secondary systems devices 

increase, carriage of the associated data services between power network sites and the 

central management systems is needed. 

                                                
2
 Refer forecasting section of Energex Distribution Annual Planning Report 2013/14 to 2017/18. 
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5.1.6 Revenue metering data services 

With the current tariff and regulatory arrangements, telecommunications for revenue 

metering data services in the main is best served through the current arrangements with 

public carrier networks.  

If the landscape of the power distribution network changes with the arrival of pending 

disruptive technologies (e.g. high penetration of electric cars, high penetration of residential 

and commercial local energy storage), the performance requirements of the 

telecommunications services for electricity customers may alter. 

While not presently carried over Energex Operational Telecommunications infrastructure, the 

IP/MPLS network architecture includes provision to accommodate carriage of metering 

services (e.g. wireless or power line carrier backhaul) in the future if required.  

5.1.7 Distribution network monitoring services interface  

The data communications network for distribution network monitoring services will continue 

to utilise public Telco mobile data services and leverage the meter reading infrastructure in 

the short term. The power line carrier technology (PRIME) and other wireless technology 

alternates may provide cost effective options in the longer term. 

5.1.8 Data services for the collection of key electrical Network performance 
figures to support effective network planning  

Effective network planning requires understanding of the current network performance and 

behaviour in addition to trends in alteration of customer usage patterns. 

The need to support further increases in monitoring and measurement devices is anticipated 

given the relatively low visibility of the LV network. 

5.1.9 Data services for collection of asset condition monitoring for support of 

condition based maintenance rather than time-scheduled maintenance. 

Information on primary plant is available through the SCADA system via the DMS and other 

associated tools. The number of parameters that can be obtained this way is generally 

limited to those that are also required for network control operational reasons. 

As plant condition monitoring devices become more commonplace, the opportunity to 

remotely gather far more information to support the analysis of plant condition increases. 

Where higher bandwidth, securely segregated IP communication services can be provided 

(such as where the IP/MPLS network is deployed), the available data can be linked back to a 

central gathering mechanism independent of the SCADA system and the associated 

stringent data quality validation & system assurance constraints which impact on the speed 

and cost of change deployment. 
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5.1.10 Data services for the geographically dispersed distribution network 
(DSS) sites 

While the existing mesh radio network is sufficient to handle the basic remote monitoring and 

control of plant such as the pole mounted reclosers, its limited data capacity and significant 

latency constrain its application value for other functions. 

When products with sufficient capability, suitable for a progressive deployment are available, 

it is expected that migration of these services to a native IP system with higher bandwidth 

and lower latency. 

5.1.11 Data services for field staff at substations 

Enable staff to access greater information in the field using high-security data network 

access points deployed at substations. 

5.1.12 Corporate services 

Energex will continue to require a range of corporate enterprise grade telecommunication 

services for efficient day to day operations. 

 Corporate mobile voice 

 Corporate voice fixed point 

 Corporate data fixed point 

 Corporate Mobile data 

These services are primarily provided by external service providers managed by Energex & 

Ergon Energy’s ICT services entity SPARQ Solutions.  

Where there are overall (whole-of-lifecycle) operational cost reduction opportunities to 

reduce monthly charges for services by carriage over Energex’s own telecommunications 

infrastructure, these will be pursued. 

5.1.13 Data services to enable status and control information exchange with 
key external parties (Powerlink) 

As noted with the primary mission-critical mobile field communications network, there is 

community and government expectation that Queensland’s power network management 

organisations will be able to continue to operate and effectively control its network soon after 

any disaster.  

Key data links such as the Inter Control Centre communications between Energex and 

Powerlink need to be provided independent of the public carrier commercial 

telecommunications networks.  
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5.1.14 Data services to enable status and control information exchange with 
embedded / distributed generation 

The need for economical data links capable of providing all of the necessary protection, 

monitoring and control is already emerging in connections with various projects and the need 

for this class of data link is anticipated to grow. 
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 Elements 5.2

Future Telecommunication systems will comprise the following elements:  

 Physical bearers (optical fibre cable, radio bearers) 

 Core network; 

 Intermediate network; 

 Edge network; 

 Operational Technology & Telecommunications computing environment; 

 External service provider interfaces; 

 Engineering and asset management toolsets. 

Figure 5.1 - Strategic view of the common infrastructure telecommunication network 
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Logical Systems View for Network Systems - 2020
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Figure 5.2 - Logical systems view for network systems 2020 
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 Non-Functional Attributes 5.3

Future Telecommunication systems will have to possess the following attributes:  

 sufficiently reliable and available; 

 sufficiently cyber-secure; 

 flexible and adaptable to accommodate future needs; 

 economically maintainable. 

5.3.1 Sufficiently reliable and available 

As Energex’s reliance on Telecommunication systems increases, due attention will have to 

be given to architectural features (e.g. redundancy/duplication) and component attributes 

(e.g. MTBF and maintainability) that contribute to reliability and availability. 

5.3.2 Sufficiently cyber-secure 

A subset of the overall system distribution network security, but worthy of specific attention 

given international events, risk mitigation against cybersecurity threats is essential. 

Figure 5.3 below shows a rise in industrial cybersecurity incidents consequent on the 

increasing availability of sophisticated hacking tools. Securing systems against cyber-attack 

requires the design, implementation, ongoing enhancement and testing of defences in 

compliance with a cybersecurity architecture. For more background refer to the CSIRO 

report [7]. 

Figure 5.3: Cybersecurity trends 
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5.3.3 Flexible and adaptable to accommodate future needs 

Energex’s smart grid directions will develop in response to as-yet-unseen developments in 

technology and energy policy. Energex’s future telecommunications systems should be 

capable of enhancement beyond their initial capability levels through the ability to accept 

new software, upgrade capability/performance and exchange data with other systems. 

5.3.4 Economically maintainable 

The massive rates of change and obsolescence typical of consumer electronics can have 

negative effects on industrial equipment, e.g. unavailability of spare parts due to “early” 

component obsolescence. This is countered through attention to architectural features (e.g. 

Standards compliance) and component attributes (compliance with a product line 

architecture and roadmap) that contribute to long-term maintainability. It also requires the 

availability of means to maintain sufficient technical support and application engineering 

expertise with the products. 
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6 Options Assessment 

Having established the current capability and future operational requirements, the purpose of 

this chapter is to identify gaps between current capability and future requirements and to 

identify an appropriate solution. 

 Assessment of Current System 6.1

Goal: To provide cost-effective telecommunication services meeting business 

requirements 

 

Operational Requirement Current State Key Gaps 

Best practice enterprise 

integration 

Limited integration.  Data integration between 

functional silos (Refer to 

[3] and [4]) 

Best practice secondary 

system asset management. 

Functions to be coordinated 

include asset tracking, 

condition assessment, 

operation and maintenance 

Low maturity for telecoms 

asset management. 

In-flight between older 

system and new.  

Some tactical deployments 

of toolsets provide 

partial/interim solution for 

some legacy equipment.  

Advanced toolset for 

IP/MPLS network  

 Limited data,  

 Limited toolsets for legacy 

networks 

 Limited capability of 

tactical solutions 

 DM&A 

Ability to produce and 

maintain accurate, 

consistent design artefacts 

for secondary systems 

pursuant to provisioning 

requests 

Diverse systems (some 

obsolescent, some 

proprietary) with little or no 

data sharing or cross 

referencing, e.g. Ellipse, 

NFM, Bentley, IPS, 

SCADAbase, CBMD, 

AutoCAD, Alcatel Element 

Manager 

 Secondary systems 

design integration 

 CBMD replacement & 

GIS integration 

 Inventory & configuration 

management 

 Optic Fibre cable asset 

management & GIS 

integration 
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Operational Requirement Current State Key Gaps 

Systems deployed in 

accordance with Matrix 

architecture to optimise 

capacity, reliability, security 

and economic efficiency 

Systems in various states of 

transition from legacy 

infrastructure 

 Migrate systems to new 

infrastructure 

Hosted core OT services 

operating on a common 

IP/MPLS network to 

optimise reliability, security, 

economic efficiency and 

functional integration 

Systems in various states of 

transition from legacy 

infrastructure 

 Migrate substations and 

field equipment to 

IP/MPLS network 

 Transition to IP-based 

wireless platform  

Optimal fleet taking into 

account spare parts and 

support costs 

Fleet in transition between 

obsolete products and new 

standard building block 

elements. 

 Migration of services from 

PDH to IP/MPLS  

(including teleprotection) 

Network elements designed, 

deployed, configured, 

secured, managed and 

maintained. 

Mostly manual processes 

and toolsets for legacy 

networks. More advanced 

toolsets for newer networks 

and equipment IP/MPLS.  

 Improve service design & 

service activation 

processes. 

 OT Device Management 

& Security 

Best practice cyber security 

management 

New networks incorporate 

cyber security principles. 

Legacy networks - risks 

assessed & managed 

 As identified through 

internal audits 

 Phase out legacy network 

equipment 

 Continuous improvements 

as BAU 

Bugs, limitations and 

usability problems 

systematically managed; 

continuous improvement 

has predictable funding and 

resourcing 

Management and funding of 

continuous improvement is 

ad hoc and limits speed of 

response 

 Continuous improvement 

policy and budget 

 Issue management 

process and toolset 

 

Building blocks available as 

required 

Number of significant 

element obsolescence 

issues being managed (e.g. 

PDH multiplexers). 

 Continuous development 

of alternate/new building 

blocks as BAU. 
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Operational Requirement Current State Key Gaps 

Resilience & disaster 

recovery 

Considered for priority 

services and core network. 

Partial consideration for 

edge networks and 

associated services. 

 Optical Fibre bearers (OF 

In-fill programme) 

 Alternate OF bearer paths 

(OF In-fill programme) 

 Alternate path via Telco 

Carrier where OF and 

radio links not available   

 

The number, nature and magnitude of the gaps to be addressed requires a progressive 

approach, targeting areas of highest risk and expected benefits. 
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 Summary of Required Changes in Capability and Performance  6.2

6.2.1 System core operational capability enhancements needed 

 Continued rollout of the Core IP/MPLS network. 

 Continued rollout of Optical Fibre cable bearers for; 
 Core IP/MPLS network deployment 
 Core IP/MPLS network alternate paths 
 Replacement of obsolete Copper Pilot cables. 

 Migration of services from external service providers to internal networks for 
reduction of ongoing monthly carrier charges. 

 Radio Spectrum Management: Migration of services from telecom carrier networks 
facing radio spectrum changes to either internal network services, or to 
alternate/replacement telecom carrier networks (e.g. 900MHz 2G / 3G -> 700MHz 
LTE). 

 Enhanced cyber security toolsets and facilities. 

 Improved configuration management toolsets and procedures.  

 Asset management toolsets for planning & managing the operational 
telecommunications networks. Integration with GIS and with DM&A. 

 The increased deployment of ‘intelligent’ power network devices with Ethernet/IP 
interfaces, the increased deployment of modern IP/MPLS based 
telecommunications network products and associated advanced management 
toolsets will require continued skills training and development for our capable 
workforce. Modern networks and advanced toolsets will enable business 
efficiencies, and value. 

 Teleprotection over MPLS.  
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 Options Assessment 6.3

In the Energex secondary systems ecosystem, there many inter-related aspects that could 

be altered in a various ways, and many different permutations of timing, but from a 

fundamental approach, the basic business asset investment choices for 

Telecommunications for each of the primary areas are: 

6.3.1 Physical Bearer networks (Copper Pilot, Optical Fibre) 

a. Break-fix only – cut spending to a minimum and accept an accelerating decline in 

current capability and performance relative to requirements. 

b. “BAU” – no significant platform changes; no investment beyond maintaining 

current capability and resolving any significant issues 

c. Invest in active increased deployment of fibre network to replace the copper pilot 

networks. 

6.3.2 Core & Intermediate Data Transport network 

a. Break-fix only – cut spending to a minimum and accept an accelerating decline in 

current capability and performance relative to requirements. 

b. “BAU” – no significant platform changes; no investment beyond maintaining 

current capability and resolving any significant issues 

c. Continue investment in the deployment of the Common Infrastructure for 

Telecommunications in accordance with the 2008 telecommunications strategy. 

6.3.3 Edge networks 

a. Break-fix only – cut spending to a minimum and accept an accelerating decline in 

current capability and performance relative to requirements. 

b. “BAU” – no significant platform changes; no investment beyond maintaining 

current capability and resolving any significant issues; slow growth of DSS 

network.  

c. Invest in continued high rate active deployment of mesh radio nodes. 

6.3.4 OT&T central applications & infrastructure 

a. Break-fix only – cut spending to a minimum and accept an accelerating decline in 

current capability and performance relative to requirements as business 

dependency on this infrastructure increases. 

b. “BAU” – no significant platform changes; no investment beyond maintaining 

current capability and resolving any significant issues 
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c. Invest in further consolidation and migration of Operational Technology services 

to the new high security central infrastructure. 

6.3.5 Field services networks (TMR discontinuance) 

a. Divest (not replace) and accept a significant step change reduction in current 

capability relative to requirements with reliance on commercial cellular network 

services. 

b. Invest in integration of essentially a like-for-like replacement system to maintain 

current capability for mission-critical mobile voice communications. 

i. Install a TMR network as an extension of the network that Ergon Energy 

are deploying. 

ii. Request another party to implement and operate TMR network 

compatible to and integrated with the Ergon Energy network for Energex’s 

use 

iii. Request another party to implement and operate a network that will meet 

Energex’s requirements 

c. Invest substantially more in an Energex owned and operated network as 

replacement for the current TMR system. 
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Tabular summary: 

Core Capability Area Planned Strategic Direction 

 2015-20 2020-25 

Physical Bearer networks 

(Copper Pilot, Optical 

Fibre, Microwave) 

c. Invest in active deployment: 

 Active deployment of 

bearers to enable IP/MPLS 

network (optical fibre infill) 

 Proactive replacement of  

copper bearers on basis of 

load at risk 

 Continue lowering long 

term costs by including 

fibre bearers with 

transmission feeder 

installations  

c. Invest in deployment: 

 Proactive replacement of  

copper bearers on basis of 

load at risk 

 Continue lowering long term 

costs by including fibre 

bearers with transmission 

feeder installations 

Core & Intermediate 

networks(IP/MPLS, PDH) 

c. Invest in active deployment: 

 Continued deployment of 

IP/MPLS network as basis 

of core and intermediate 

network 

 Progressive migration of 

services off the aging PDH 

based network 

c. -> b. Transition to BAU 

 Progressive migration of 

services off the aging PDH 

based network 

 BAU 

 

Edge networks c. -> b. Transition to BAU  

 Slowed growth of DSS 

mesh radio network 

 

b. -> c. BAU with possible 

technology refresh investment 

 BAU (Maintain) DSS;  

 Possible introduction of 

migration technology for mesh 

network replacement if 

suitable products available. 

 Possible introduction of 

alternative load control 

communications system if 

suitable products available. 
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OT&T central applications 

& infrastructure 

c. Consolidation and migration 

 Migration of services and 

applications to OTE 

b. Transition to BAU  

 BAU 

Field services networks 

(TMR discontinuance) 

b. like-for-like replacement system  

 Migration to alternative 

service/network. 

 BAU with new system 

 Conclusion 6.4

Based on the analysis undertaken, Energex considers that the most efficient operation and 

economic efficient solution is to continue with the migration of the telecommunication 

services to optical fibre and the IP/MPLS network, continue the necessary establishment of 

foundation systems for economical service deployment and continue risk-based replacement 

or renewal of existing assets. 
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7 Proposed Solution 

This chapter identifies the financial requirements to deliver the proposed telecommunications 

services for each year of the next regulatory period. 

 Proposed Solution 7.1

A number of projects have been identified as part of the preferred solution model. These 

projects are provided in detail at Attachment 1. 

The long-term implementation of this solution will extend beyond the 2015-20 regulatory 

period. Figure 7.1 provides a road map for the implementation of this program of work. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.1 – Programme Roadmap 
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M$0

M$10

M$20

M$30

M$40

M$50

M$60

2012/13 2013/14 2014/15 2015/16 2016/17 2017/18 2018/19 2019/20 2020/21 2021/22 2022/23 2023/24 2024/25 2025/26 2026/27 2027/28 2028/29 2029/30

TCMS Refurb only

TCMS non-refurb

TCMS Total

Protection relay refurb

Secondary Systems

Adopt IEC-61850 Station Bus for substation secondary 
systems standard

 Massive organisational change impact

 Complete change to way primary & secondary 
circuitry design is performed

 Need to support existing and new processes & tools 
until existing systems migrated

 Assumes main project spend of ~$80M over 3 years 
+ ongoing $17M/yr for remainder of systems works

 Timing subject to suitable product availability
Preparation for Processes Bus (IEC-61850)

Capitalising on existing assets & integration of Secondary 
Systems
Transition to new standards:

 Use protection relays in place of SICM 

 More asset management data from comms enabled 
field devices

 Commercial RTU

 Migration to new telecom core
Continued Telecom infrastructure deployment
Strategic obsolete plant replacements
Preparation for IEC-61850 introduction

IEC-61850 based communications for substation to 
DMS communication 
Process Bus (IEC-61850) introduction
DMS Network model based wide-area automation
Ongoing deployment of IEC-61850 Station bus as 
sites are refurbished

Telecommunications Core Rebuild 
DSS system development & deployment
Enabling DMS
Operational Data Centre environment rebuild 
Critical obsolescence works (VGDL, 
Microcontrollers, SICM1  etc)
Smart Grid Trials
Critical Relay replacements
Protection Engineering tool-suite

ROAD MAP – Secondary Systems Directs (Protection/SCADA& Automation/Telecommunications)

Capital Expenditure deferral -  
Substation protection schemes will withstand increased 
loading under N-1 outage condition (no Secondary Systems 
constraint).
Resource Demand reduced - Relay setting standardisation , 
less need for Protection Permits, simpler circuitry, lower 
dependency on internal development, faster project 
implementation. 
Cyber security improved
Maintenance Cost reduced

Network Management improved - Capability to 
implement Smart Grid function
Longer term resource demands reduced - SCADA/
COMMS/Protection - Sustainable deployment, operation 
and maintenance costs.

Safety: 
Improvements with removal of at risk 
relays
Network Performance: 
STIPIS risk minimisation - Deployment of 
Distribution System SCADA
Obsolete technology risk reduction
Foundations for next 20+ years for 
telecomms
Cyber security improved

Peak in TMR replacement 

works ($13.6M 2016/17)

TCMS= Telecommunications, 

SCADA and Automation works  
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 Transition Risks and Issues 7.2

Considering the telecommunications strategic programme overall, the main risks to delivery 

are: 

 Disruptive technology impact 

 Government policy impacts 

 Strategic direction changes by external service providers 

 Further deferral of Trunk Mobile Radio network decommissioning by Telstra 

 Conflicting resource demands 

 Typical development project risks 

Each of these is briefly discussed in the following sections.  

7.2.1 Disruptive technology impact 

Probability of occurrence assessment:  Moderate 

Impact on strategy assessment:  Moderate impact 

The rapid development of disruptive new power network related technologies may have an 

impact on this strategy. Widespread uptake of technologies such as electric vehicles, low 

cost battery storage, etc. could result in the need to re-allocate resources to respond to 

altered distribution network needs. 

7.2.2 Strategic direction changes by external service providers 

Probability of occurrence assessment:  High 

Impact on strategy assessment:  Low - Moderate 

There is a risk that an external service provider may alter the services they provide or the 

terms under which they are prepared to offer their services.  Examples are changes around 

the Telstra TMR services, new mobile data services etc. Such changes may impact timing 

(for example further deferral of the TMR replacement) or even require reconsideration of 

basic direction for certain areas of this strategy.  

7.2.3 Conflicting resource demands 

Probability of occurrence assessment:  High 

Impact on strategy assessment:  High 

Unplanned events such as key suppliers going into liquidation, product end-of-life 

announcements, internal department restructuring/downsizing and the need for support from 

other areas of the business to resolve high priority concerns currently have direct impacts on 

availability of staff to work on strategic projects. With reduced staff levels and significant 

disruptive events likely, risk to delay of strategic works is considered to be high.  
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7.2.4 Typical development project risks 

Probability of occurrence assessment:  High 

Impact on strategy assessment:  Low-Moderate 

Since much of the work involves substantial change to established process, tools and 

techniques as well as significant technology integration works, it carries with it the project 

risks typical of development projects.   
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8 Governance 

This chapter sets out the governance arrangements that will apply to Energex 

Telecommunications strategic works. 

 Ownership 8.1

This strategy is owned by Group Manager Engineering Standards and Technology within the 

Asset Management Division.  

 Governance 8.2

Energex Program of Work Governance ensures strategy & policy development and resulting 

portfolio investment approvals align to achieve the strategic objectives of the business. 

Monitoring and review of the program of work performance against annual targets and 

performance standards is undertaken by the Network Operations & Steering Committee. 

 

8.2.1 Performance Monitoring and Reporting 

Monitoring of performance achieved compared to the approved program investment is to be 

presented on a quarterly basis to the Network Operations and Steering Committee or earlier 

if as requested.  

Reporting about this strategy/program is facilitated through the following form/methods: 

 Telecommunications Strategy Progress Report 
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Reporting occurs at quarterly intervals and is produced by Engineering Standards and 

Technology Group. 

 Review 8.3

This Strategy is to be reviewed annually as part of Energex’s annual business planning 

process. Review details can be referenced in the Version Control section at the start of this 

document. 

 Publication 8.4

The current version of this Strategy is available on the Energex document management 

system.  All other electronic and printed versions of this document are to be deemed as non-

current and uncontrolled unless specifically authorised by the owning Group Manager. 
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9 Glossary 

Term Definition 

3G (IMT2000) International Mobile Telecommunications-2000 (IMT-2000) is the global 

standard for third generation (3G) wireless communications as defined by 

the International Telecommunication Union. In 1999 ITU approved five radio 

interfaces for IMT-2000 as a part of the ITU-R M.1457 Recommendation: 

• IMT-DS Direct-Sequence 

 o also known as W-CDMA or UTRA-FDD, used in UMTS 

• IMT-MC Multi-Carrier 

 o also known as CDMA2000, the successor to 2G CDMA (IS-95) 

• IMT-TD Time-Division 

o This comprises: TD-CDMA (Time Division - Code Division Multiple 

Access) and TD-SCDMA (Time Division - Synchronous Code 

Division Multiple Access). Both are standardised by 3GPP in UMTS 

like UTRA TDD-HCR (3.84 Mcps, 5 MHz bandwidth, TD-CDMA air 

interface) and UTRA TDD-LCR (1.28 Mcps, 1.6 MHz bandwidth, 

TD-SCDMA air interface). 

• IMT-SC Single Carrier 

 o also known as EDGE[1] 

• IMT-FT Frequency Time 

 o also known as DECT 

On 18 October 2007 The ITU Radiocommunication Assembly took a 

decision to include WiMAX-derived technology in the framework of the IMT-

2000 set of standards as the sixth element: 

• IP-OFDMA TDD WMAN 

o IP-OFDMA TDD WMAN is a specific variant of IEEE 802.16 with 

specific WiMax profiles. 

ACMA Australian Communications & Media Authority 

AER Australian Energy Regulator 

AFLC Audio Frequency Load Control 

APRS Advanced Power Restoration System 

DMS-hosted application for distribution automation 

Automation Autonomous control of power system functions, closely associated with 

(typically embedded in) the SCADA system and/or the DMS 

CIM Common Information Model 

The UCAIug CIM is a standard information model for power systems and 

related secondary systems and computer applications   
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Term Definition 

COS Customer Outcome Standard – The power supply security standard 

adopted in place of the previous more conservative “N-1” based 

standard (Schedule 3 of the Energex Distribution Authority No. 

D07/98, amended 30th June 2014). 

COTS Commercial-Off-The-Shelf 

A product that is designed to meet the requirements of a market segment, 

not an individual customer, is manufactured to a common specification and 

is sold/purchased “as-is” off the shelf 

CT Current Transformer 

A type of instrument transformer. 

DAPR Distribution Asset Planning Report  

DER Distributed Energy Resources 

DM Demand Management 

DM&A Distribution Monitoring & Analytics – a programme to provide improved 

analytical tools for leveraging information about the Distribution Network to 

improve operations, planning & engineering. 

DMS Distribution Management System 

DNP3 Distributed Network Protocol version 3 

Industry standard SCADA data communication protocol used by SACS, 

SICM2B and many other products. Has been adopted as a key “smart grid 

interoperability” protocol by NIST through its codification as IEEE standard 

1815 

DSS Distribution System SCADA 

SCADA for the power system outside bulk supply and zone substations, 

especially the 11kV primary distribution network 

GPRS General Packet Radio Service (GPRS) is a packet oriented Mobile Data 

Service available to users of Global System for Mobile Communications 

(GSM) and IS-136 mobile phones. It provides data rates from 56 to114 

kbit/s. 

GPRS can be used for services such as Wireless Application Protocol 

(WAP) access, Short Message Service (SMS), Multimedia Messaging 

Service (MMS), and for Internet communication services such as email and 

World Wide Web access. GPRS data transfer is typically charged per 

megabyte of traffic transferred, while data communication via traditional 

circuit switching is billed per minute of connection time, independent of 

whether the user actually is using the capacity or is in an idle state. GPRS is 

a best-effort packet switched service, as opposed to circuit switching, where 

a certain Quality of Service (QoS) is guaranteed during the connection for 

non-mobile users. 
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Term Definition 

2G cellular systems combined with GPRS are often described as "2.5G", 

that is, a technology between the second (2G) and third (3G) generations of 

mobile telephony. It provides moderate speed data transfer, by using unused 

Time division multiple access (TDMA) channels in, for example, the GSM 

system. Originally there was some thought to extend GPRS to cover other 

standards, but instead those networks are being converted to use the GSM 

standard, so that GSM is the only kind of network where GPRS is in use. 

GPRS is integrated into GSM Release 97 and newer releases. It was 

originally standardized by European Telecommunications Standards Institute 

(ETSI), but now by the 3rd Generation Partnership Project (3GPP). 

GPS Global Positioning System 

Global system for precise determination of position and time. 

GSM Global System for Mobile communications: originally from Groupe Spécial 

Mobile) is the most popular standard for mobile phones in the world. Its 

promoter, the GSM Association, estimates that 82% of the global mobile 

market uses the standard. GSM is used by over 3 billion people across more 

than 212 countries and territories. Its ubiquity makes international roaming 

very common between mobile phone operators, enabling subscribers to use 

their phones in many parts of the world. GSM differs from its predecessors in 

that both signalling and speech channels are digital, and thus is considered 

a second generation (2G) mobile phone system. This has also meant that 

data communication was easy to build into the system. The ubiquity of the 

GSM standard has been an advantage to both consumers (who benefit from 

the ability to roam and switch carriers without switching phones) and also to 

network operators (who can choose equipment from any of the many 

vendors implementing GSM). GSM also pioneered a low-cost, to the network 

carrier, alternative to voice calls, the Short message service (SMS, also 

called "text messaging"), which is now supported on other mobile standards 

as well. Another advantage is that the standard includes one worldwide 

Emergency telephone number, 112. This makes it easier for international 

travellers to connect to emergency services without knowing the local 

emergency number. Newer versions of the standard were backward-

compatible with the original GSM phones. For example, Release '97 of the 

standard added packet data capabilities, by means of General Packet Radio 

Service (GPRS). Release '99 introduced higher speed data transmission 

using Enhanced Data Rates for GSM Evolution (EDGE). 

HMI Human-Machine Interface 

Operator console. 

IEC 61850 A suite of international standards published by the International 

Electrotechnical Commission (http://www.iec.ch/) for secondary systems 

which has the potential to improve capability and reduce labour costs 

(IEC 61850)  

Process Bus 

Means the use of data (not electrical signals) to convey primary system 

measurements. Highly challenging transition from existing systems 
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Term Definition 

(IEC 61850)  

Station Bus 

Means the use of data (not electrical signals) to convey control and 

automation quantities. Moderately challenging transition from existing 

systems 

IED Intelligent Electronic Device 

A multi-function electronic device suitable for integration into a wider system 

via one or more communication ports. An IED can serve any or all of the 

following needs – protection; automation; SCADA; condition monitoring; 

event recording; oscillography; HMI 

IEEE C37.94 An IEEE standard developed for protection applications that defines a 

generic standard content-agnostic logical and physical interface to carry data 

over digital multiplex equipment (e.g. PDH,SDH, other G.704 frame/G.703 

interface) with specific requirements on how loss of communications signals 

are handled to make it suitable for protection use. 

IP The Internet Protocol Suite (commonly TCP/IP) is the set of communications 

protocols used for the Internet and other similar networks. It is named from 

two of the most important protocols in it: the Transmission Control Protocol 

(TCP) and the Internet Protocol (IP), which were the first two networking 

protocols defined in this standard. Today's IP networking represents a 

synthesis of several developments that began to evolve in the 1960s and 

1970s, namely the Internet and LANs (Local Area Networks), which, 

together with the invention of the World Wide Web by Sir Tim Berners-Lee in 

1989, have revolutionized computing. 

The Internet Protocol Suite, like many protocol suites, may be viewed as a 

set of layers. Each layer solves a set of problems involving the transmission 

of data, and provides a well-defined service to the upper layer protocols 

based on using services from some lower layers. Upper layers are logically 

closer to the user and deal with more abstract data, relying on lower layer 

protocols to translate data into forms that can eventually be physically 

transmitted. 

The TCP/IP model consists of four layers (RFC 1122). From lowest to 

highest, these are the Link Layer, the Internet Layer, the Transport Layer, 

and the Application Layer. 

IP/MPLS Internet Protocol/Multi-Protocol Label Switching 

Technologies for high performance data networking 

ISCS Interim Secondary Control System 

An adjunct to Energex’s DMS, which provides ancillary control and support 

services 

ISM (band) An allocation of radio frequency spectrum principally for Industrial Scientific 

and/or Medical use covered by a “class” licence (eg: 915 – 928 MHz, 

2.4GHz WiFi spectrum etc). This is “shared” spectrum, and does not have 

the same level of spectrum management as individually licensed bands. 
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Term Definition 

ISO Layers The Open Systems Interconnection Basic Reference Model (OSI Reference 

Model or OSI Model) is an abstract description for layered communications 

and computer network protocol design. It was developed as part of the Open 

Systems Interconnection (OSI) initiative[1]. In its most basic form, it divides 

network architecture into seven layers which, from top to bottom, are the 

Application, Presentation, Session, Transport, Network, Data-Link, and 

Physical Layers. It is therefore often referred to as the OSI Seven Layer 

Model. 

A layer is a collection of conceptually similar functions that provide services 

to the layer above it and receives service from the layer below it. For 

example, a layer that provides error-free communications across a network 

provides the path needed by applications above it, while it calls the next 

lower layer to send and receive packets that make up the contents of the 

path. Even though it has been largely superseded by newer IETF, IEEE, and 

indeed OSI protocol developments (subsequent to the publication of the 

original architectural standards), the basic OSI model is considered an 

excellent place to begin the study of network architecture. Not understanding 

that the pure seven-layer model is more historic than current, many 

beginners make the mistake of trying to fit every protocol under study into 

one of the seven basic layers. Especially the attempts of cross-layer 

optimization break the boundaries of the original layer scheme. Describing 

the actual layer concept with implemented systems is not always easy to do 

as most of the protocols in use on the Internet were designed as part of the 

TCP/IP model, and may not fit cleanly into the OSI Model. 

IT Information Technologies  

Latency The time taken for a packet of data to get from one location to another. 

Matrix The project under which Energex is rolling out its IP/MPLS-based data 

network 

MDC Master Data Concentrator 

A high-level node in Energex’s SCADA data communication hierarchy. 

MPLS Multi Protocol Label Switching (MPLS) is a data-carrying mechanism that 

belongs to the family of packet-switched networks. MPLS operates at an OSI 

Model layer that is generally considered to lie between traditional definitions 

of Layer 2 (Data Link Layer) and Layer 3 (Network Layer), and thus is often 

referred to as a "Layer 2.5" protocol. It was designed to provide a unified 

data-carrying service for both circuit-based clients and packet-switching 

clients which provide a datagram service model. It can be used to carry 

many different kinds of traffic, including IP packets, as well as native ATM, 

SONET, and Ethernet frames. A number of different technologies were 

previously deployed with essentially identical goals, such as frame relay and 

ATM. MPLS is now replacing these technologies in the marketplace, mostly 

because it is better aligned with current and future technology needs. While 

the traffic management benefits of migrating to MPLS are quite valuable 
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Term Definition 

(better reliability, increased performance), there is a significant loss of 

visibility and access into the MPLS cloud for IT departments 

NPV Net Present Value 

NTC Network Technical Committee 

OPGW Optical Power Ground Wire (Earth or ground wire with fibre wound into the 

core) 

OPS-WAN OPerationS Wide Area Network 

A pastiche of legacy technologies which currently provides data 

communication services to Energex’s SCADA and Automation 

system. 

Oscillography The capture and display of pre- and post- fault voltage and current 

waveforms 

OT Operational Technologies  

OTE Operational Technology Environment 

A secure network environment at Energex’s operational data centres for 

deploying operational related application and systems. The OTE is 

separated from, but connected with the Corporate IT network environment. 

Applications hosted within the OTE communicate with field devices via the 

core IP/MPLS network, substation legacy network, or carrier fringe networks. 

PAPL Permitted Access Private Line - Copper bearer running as a pair from point 

to point. (Telstra) 

PC-SACS The current incarnation of SACS. PC-SACS versions 2 and 3 are 

obsolescent; PC-SACS version 5 is current (there was no version 4). 

PDH Plesio-synchronous Digital Hierarchy – PDH is the generic shorthand term 

for equipment based on a suite of telecommunications standards (ITU-T 

recommendations) that use a deterministic transport mechanism for multiple 

channels of varied pre-defined capacity. Refer http://www.itu.int; G.701-

G.705 

This is a legacy communications protocol mostly for 2Mbps point to point 

clocked data links. SDH (Synchronous Digital Hierarchy) has largely 

replaced PDH as a clocked or synchronous technology. 

Platform Loosely, the infrastructure supporting an IT-based system, e.g. the hardware 

is a platform for the operating system; the hardware and operating system 

together form a platform for applications. 

PLC Power Line Carrier – communication signalling over power lines. 

POPS Plant Overload Protection Software 

SACS-based substation automation software 

PoW Program of Work 

http://www.itu.int/


 
 

- 54 - Telecommunications Strategic Plan 2015-20 

Term Definition 

QNX The real-time software operating system used by SACS (a commercial 

product) 

RDC Remote Data Concentrator 

A mid-level node in Energex’s SCADA data communication hierarchy. 

  

RTU Remote Terminal Unit 

Historically, a (dumb) remote endpoint of a SCADA system. More recently, a 

(smart) remote platform for SCADA and Automation functions 

ROSS Radio Operational Support System – a software system that enables faster 

deployment and improved management of the Mesh Radio network. 

SAS Substation Automation System 

Loosely, a system comprising an RTU, IEDs and support (monitoring and 

management) subsystems. An SAS can serve any or all of the following 

needs – protection; automation; SCADA; condition monitoring; event 

recording; oscillography; HMI 

SCADA Supervisory Control and Data Acquisition 

Remote eyes and hands for power system operators. 

SCADA HMI The HMI component of SACS 

SCADAbase A proprietary tool used to design and build configuration data for Energex’s 

SCADA and Automation systems. The decision to develop SCADAbase was 

taken after a market scan failed to find any suitable COTS offering 

SCID SCADA Common Information Display application – a software utility used to 

provide access to historical data and trends from the Substation SCADA and 

DSS system. 

SDH Synchronous Digital Hierarchy - A circuit mode digital transmission network 

standard defined in G.707 and G.708 that supersedes PDH technology. 

Uses a base transmission rate of 155Mbps to transmit data over fibre. The 

base rate (known as STM-1) can be multiplexed together to create higher 

order rates such as 2.5Gbps (STM-16) and 10Gbps (STM-64). Can carry 

PDH streams such as 2Mbps or 34 Mbps by encapsulating them in a larger 

SDH frame. 

SICM2B Serial Interface Control Module, model 2B 

An Energex proprietary IED used for interfacing with substation plant 

SNMP Simple Network Management Protocol 

Standard protocol widely used in mainstream IT systems for remote 

monitoring of platforms and infrastructure 

teleprotection Use of telecommunications to improve the ability of the protection system to 

achieve faster or more sensitive electrical protection schemes. 
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Term Definition 

UCAIug The UCA International Users Group 

The UCAIug is a not-for-profit corporation consisting of utility user and 

supplier companies that is dedicated to promoting the integration and 

interoperability of electric/gas/water utility systems 

UtiliNet Wireless data communications network used by Energex for DSS 

VoIP Voice-over-Internet protocol (VoIP) is a protocol optimized for the 

transmission of voice through the Internet or other packet-switched 

networks. VoIP is often used abstractly to refer to the actual transmission of 

voice (rather than the protocol implementing it). This latter concept is also 

referred to as IP telephony, Internet telephony, voice over broadband, 

broadband telephony, and broadband phone. 

VT Voltage Transformer 

A type of instrument transformer. 

VVR Volt-Var Regulation 

A SACS-based substation automation application 

WAN Wide Area Network 

WiFi   

(IEEE 802.11) 

IEEE 802.11 is a set of standards for wireless local area network (WLAN) 

computer communication, developed by the IEEE LAN/MAN Standards 

Committee (IEEE 802) in the 5 GHz and 2.4 GHz public spectrum bands. 

Although the terms 802.11 and Wi-Fi are often used interchangeably, the 

Wi-Fi Alliance uses the term "Wi-Fi" to define a slightly different set of 

overlapping standards. In some cases, market demand has led the Wi-Fi 

Alliance to begin certifying products before amendments to the 802.11 

standard are completed. 

WiMAX  

(IEEE 802.16) 

The IEEE 802.16 Working Group on Broadband Wireless Access Standards, 

which was established by IEEE Standards Board in 1999, aims to prepare 

formal specifications for the global deployment of broadband Wireless 

Metropolitan Area Networks. The Workgroup is a unit of the IEEE 802 

LAN/MAN (Metropolitan Area Network) Standards Committee. A related 

future technology Mobile Broadband Wireless Access (MBWA) is under 

development in IEEE 802.20. 

Although the 802.16 family of standards is officially called Wireless MAN, it 

has been dubbed “WiMAX” (from "Worldwide Interoperability for Microwave 

Access") by an industry group called the WiMAX Forum. The mission of the 

Forum is to promote and certify compatibility and interoperability of 

broadband wireless products. 
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Appendix A – Explanatory notes 

Mesh Radio Network deployment 

From the beginning of the rollout in 2008 to June 2014, Energex has deployed a very 

significant population of mesh radios with DSS to enable reductions of SADI and meet 

STPIS targets. The value of the network has been demonstrated during the recent Brisbane 

floods, enabling the restoration of power to areas not directly impacted rather than them 

needing to remain without power while affected feeders were restored. Figure 9.1 below 

demonstrates the breadth of the deployment across the Energex service area. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.1 Energex Mesh Radio (DSS) network – nodes in active 
service as at June 2014. 
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Fibre Network deployment progress 

 

Figure 9.2 - 2008 Energex Optical Fibre network 
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Figure 9.3 - 2014 Energex Optical Fibre network 

FO1356

F
O

316

FO
317

P39676-C
P11288-F

P575999-CP39675-C

FO563

F
O

5
1
0

FO
380

F
O

381

F
O

4
8
6

P39730

P96854

P576149

P3453

F
O

5
6
2

U785807

F
O

5
7
6

FO310

FO
14

9
FO

15
0

FO
21

1

FO547

FO
544

P576305

FO722/

FO733

FO1166

P1500394

P321455

FO1167 FO
1165

F
O

8
1
1

P98722-B

F
O

10

FO 39

FO802

F
O

3
6
8

F
O

1
2
4
7

FO276

FO277 F

O

7

8

4

F O 78 5

F
O

1
5
3

P75754

P741968

FO43

F
O

4
4

FO50

FO11

FO1092 & FO1093

F
O

1
7
1

FO
36

7

F
O

12

FO
10

57

FO1114

F
O

1
6
8

F
O

1
7
0

FO28 5

FO302

F
O

3
0
2
A F

O
3
2
2

F
O

7
6

F
O

8
0
9

F
O

7
2

F
O

7
3

F
O

1
9
9

FO788

P467546 FO817

P767474

P133993

FO
75

FO74

FO
77

2
FO

77
3

F
O

1
0
2
0

F
O

8
1
0

F
O

6
2

FO
16

5

FO511

FO511A

FO477

F
O

7
8

FO314

FO166

FO
953

FO
10

63

P3122-C

FO77

F O 3 0

FO29

FO161

F
O

161A F
O

6
2
2

FO270

FO
512

P758999

F
O

1
3
4
5

FO
194

F
O

1
9
3

F
O

79

F
O

5
0
9

F
O

8
7
1

P57674-D

FO
28

FO
923

P57674-D

FO1308

F
O

1
1
8
1

FO384

FO383

FO383A

FO213

FO
337

FO
338

F
O

9
2
2

F
O

4
6

FO1309

FO 96 0

F
O

4
7
3

F
O

4
7
2

FO
29

4 
&
 F

O
29

5

FO185

FO707/FO774

F
O

9
3
1

FO937

FO246

FO720

F
O

7
0
5
/F

O
7
2
1

FO971/FO1023

F
O

24
5

F
O

2
4
5
/F

O
9
4
3

P11525-C

F
O

1
8
3

F
O

2
8
0

FO281FO289

FO
935/

FO
1000/

FO
1001

FO1117

FO747

F
O

2
9
7

F
O

2
9
8

FO1039

FO1040

F
O

3
3
3

F
O

3
3
4

FO63

F
O

27
8

F
O

27
9

FO
1143

FO833

FO210

F
O

3
4
9

F
O

3
5
0

FO351FO370
FO352

F
O

4
0
8

F
O

1
0
1
6

F
O

1
0
1
7

FO324

F
O

5
8
1

F
O

3
3
9

F
O

2
3
4

FO269

FO348

FO
235

FO347

F
O

6
5
5

FO346

FO259FO258 FO1380

FO260

F
O

5
5
8
/F

O
1
0
0
2

F
O

5
5
9
/F

O
1
0
0
3

F
O

7
6
4

F
O

7
6
2

FO
564

FO33

F
O

3
2

FO683FO682

F
O

7
4
8

F
O

6
8

FO55/FO56

FO83/FO84

F
O

91/F
O

92

FO158FO15

FO87/FO88

F
O

1
2
3
4

F
O

1
5
9

FO160

FO85/F
O86

F
O

5

F
O

3
6
0

F
O

3
6
2

F
O

1
0
3
5

F
O

8
3
5

F
O

8
3
6

FO939

FO938

FO1090

FO
388

FO98

FO2

F
O

374

F
O

375

FO1080

FO1081

FO
59

2

FO633

FO157

FO
25

1

FO
25

2

FO154

FO
80FO1095

FO21

FO1169

FO345

FO1096

FO
44

4/
FO

18

FO
18

FO1

FO31 FO
15

5/
FO

17
7

FO156

F
O

1
1

7
7

FO
81

/F
O

25
3

FO
11

74

FO16

FO
15

6

FO172

F
O

7
9
0
/F

O
7
9
1F

O
8
9
/F

O
9
0

F
O

2
4
4

F
O

2
4
3F

O
2
3
1

F
O

2
3
2

FO1061FO1062

F
O

4

F
O

6
5
2
/F

O
6
5
3

FO273
FO274

FO1 209

P70270-D

F
O

7
2

6

FO
72

7

FO233

FO525

FO283

F
O

5
2
4

F
O

4
7
0

F
O

7
1
1

FO997

FO993

FO990

F
O

9
0
3

F
O

75
8

F
O

81
6

P5862-A
FO1455

FO336

FO229

FO330

FO1091

FO
1019

F
O

1
0
1
8

F
O

22
8

FO
22

7

FO770
FO775

F
O

1
1

0
4

FO663

F
O

19
8

F
O

19
9

FO305
FO306

F
O

7
4
6

FO24

FO839

F
O

2
6

FO974

FO976

FO249

FO250F
O

11
80

F
O

6
0
8

F
O

6
0
9

F
O

1
5
1

FO70

F
O

53
9

F
O

7
8
0

F
O

7
0
4

FO1 92

FO95/F
O96

F
O

4
7
1

FO286
FO287

FO907/FO859

FO191FO189

FO529

FO
638

/FO
639

FO188

F
O

1
9
0

F
O

1
1
4
9

F
O

11
50 FO

23
7

F
O

238

F
O

2
3
9

F
O

1
0
5
0

F
O

2
9
6

FO1027

FO798/FO821

FO798/FO821

F
O

680/

F
O

681

FO376/FO377 U764524

F
O

1
3

3
1

C
0

3
1

5
9

5
2

3
0

/5
/2

0
1

6

FO1188

FO1187/F
O1188

FO753

FO71

FO1051

FO745

FO1118/

FO1119

FO184

FO240

F
O

22

FO23

F
O

2
5

FO743/FO744

F
O

4
5
6

F
O

4
5
7

F
O

A
1/

F
O

A
2/

F
O

A
3

FO
741

FO742

FO740

F
O

2
7

F
O

4
5

F
O

5
1

FO966/FO967

FO86
8

F
O

4
5
4

F
O

4
5
5

FO
644

F
O

8
4
6

F
O

8
9
0

FO1225FO1173

FO
84

5/
FO

87
6/

FO
87

7/
FO

87
8/

FO
88

0

F
O

8
4
3
/F

O
8
4
4

F
O

8
6
0

F
O

8
6
6

FO
864

FO
86

9

F
O

28
2

FO
68

6

FO
329

FO
330

F
O

8
3
0
/F

O
8
7
3

F
O

8
4
2

FO
886

F
O

599

F
O

8
9
7

FO897

F
O

6
7

F
O

6
3
7

FO829

F
O

6
4

F
O

6
5

F
O

66

FO752

FO656/
FO910

F
O

6
0
0

F
O

6
0
1

F
O

8
1
4

P746333

P576267

FO450

F
O

4
4
9

F
O

1
3
4
0

FO300

F
O

6
1
6

F
O

6
1
7

F
O

7
3
3

FO749FO750

F
O

7
3
4

FO
1235/FO

1236/FO
1237/FO

1238

FO
288

F
O

980

FO987

FO981

FO988

F
O

735

FO735

F
O

736

F
O

1
9
5

FO933FO932

FO823

FO737

FO737

LDM

T8

GYN

GYS

T70

COR

SRH

TWT

NVL

AMR

TCB

IBL

BMT

EMD

YDA

T40

T16

PGN

CLM

PPD

WMD

AHD

MLB

KWA

CMD

CLD

PWC

MLY

BWH

WFD

NGI

TPT

BIS

CBW

MFN

MFD

BGY

DBY

HIL

SBH

RCF

DRD

MHL

WSE

APM

KLG

GFN

SPE

BRD

ACR

BRT

FGN

GBG

VGA

CSE

AHL

ENG

SFD

NGE

NDH

KRN

CFD

APB

FIS

LYT

MDH

WNM

HTL

SMF

GAP

T30

AGE

BLB

QPT

MRE

TGP

LTA

HMT

LBS

CHL

BKD

CPB

CPS

CVL

RBY

SRD

WED

WRD

STL
IDY

TRG

KMR

MGL

JDL

SHW

MRK

BDA

CPR

HPK

ALY

MTG

SBY

RLA

AFD

SBK
OXL

DRA

RBK

EBV

CNA

CPC

CPK

SPF

PDC

BVL

RST

IPS

YMT

NIP

EZR

ABY

KBN

MTC

RWD

MBG

LWD

TRP

WHO

CMY

T78

GGR

GBS

GTN

SPC

GHM

THL

HDN

T29

ESK

TGW

SDM

PGY

LTN

KCY

KWH

RCN

NSW

WRG

CMV

HWD

INA

BPN

KSN

CRM

TMH

CNB

MCN

VPT

RLB

BLN

BTA

T108

YTA

STT

SLZ

LLY

RIS

IBS

HLG

SIS

CMA

HIS

HWL

T81

LDR

PKW

GVN

ARL

UPC

SPO

MMC

MAI

VSL

MGP

T128

BHD

PBH

CRB

KRA

IPL

BTN

BDT

BDS

JBB

LGV

LHM

MSV

FDS

KBR

BNH

WMR

TWG

CST

MLS

VPK

GLY

MRB

NSD

NFM
MST

HTN

MTN

SPD

BDL

BBH

TLF

CDC

RR 

MKN

GBN

DP 

GYM

GYG

RR 

BLD

T124

MRR

DP 

CRY

YDS

DP 

NBH

KMM

EDL

RR 

WKB

LBH
DP 

LBH

RR 

DKN

RR 

MBN

RR 

MKC

RR 

GCK

RR 

SSD

SDM 

HYD

QR 

CBT

NRA

RR 

DAG

NPD

DP 

ESK

RR 

MGS

BSC

ZMR

BYV

DP

GBG

BYO

PLVC

DP

NGT

WLD

PT 

SUNCDI

PCH

OF 

NMO

BCT

SSC

LRW

PAV

BWI

QBI

JHD

LMD

GEM

ALO

BSE

WDL

EAN

EAS

RR

EHL

LWV

DP

KVG

TAB

WIV

WHH

DP 

GTN

CPD

RR

MSV

RR 

YRM

TTB

RR 

PER

ABL

RAAF

RR 

MCA

LWA

TVL

ISC

WHP

ATC

AST

DP

WRY

BHT

QR

MYN

TST

T114

BML

CRS

CLR

DP 

MFD

HPE

DP

GSP

FFL

RHG

T142
QR

YRP

QR

COR

CNL

DP 

RKL

ARG

RCL

CIG

CPL

EMP

UMG

OF

SMO

RR 

MGV

GUV

QEN

T24

DP

OXL

T160

BBW

QCL

WSO

SCC

RDL

RR 

CTN

QR 

PIT1

DP 

RCN

WWL

DP 

LPA

BDG

QRR

T80

NCM

CAL

T162

BRW

RVW

DP

RVW

QR

IPW

QR 

WKA

BLPS

T4

STC

EDB

QR

PIT2

PT 

PDR

RPT

DP

STN

STA

STN
PT 

WCK

QRO

QR 

BLH

RR 

FPK

RR 

GHR

RR 

MMT

DP

BDT

BTG

TBV

RR 

EHT

RR 

TMB

MTB

QR

PIT4

PPE

QR

PIT5

QR

PIT6

QR

HVL

PT 

OVE

HMQ

QR

PIT7

WEL

DP

HST

MLD

QR

NRG

GHP

WWS

T75

HZD

LNC

WPS

H4

DP 

BRL

RCL

TUG

RR

SBR

RHP

QR

RBA

SNT

QR

PIT3

STR 

0833

H22

H3

T161

H16

H38

NMC

T91

T136

MCW

WGT

JT

KVG

QR

RMA

RR 

MTC

OF 

EMQ

SGT

T11

DP 

MRD

KHL

EAC

WBS

NN

218

LRD

NN

103

TRI

BWK

DDN

HHC

PAH

SG

11556-G

PIC

ACI

PMB

CTC

MLT

T73

WEX

SPH

SOL

ANA

GCI

ORW ORE

PGS

GRW

VSP

QNM

ABT

BST

QBM

PTR

CDK

FCH

CWS

GBP

MHP

QCH

SBT

HMR

BWW

RCS

SWP NN

1413

SWB

ACF

APL

AMW

OPT

SG

1185

GCN

10T

WDT

QEH

GCL

KMS SPS

GCY

GCZ

HUT

NN

HUT

ARI

BHP

QR

BHL

PT 

QRH

BHL

OCD

CTX

SDE

HMP

QR 

TWG

DT

TRG

WSP

GIS

APF

T187

WCL

HDA



 
 

- 59 - Telecommunications Strategic Plan 2015-20 

Energex telecommunication service characteristics 

 The following table (reproduced from the 2008 Telecommunications Strategy) provides a 

basic summary of the key telecommunications characteristics of the various services for 

which Energex telecommunications provides carriage. 

 Name Description Bandwidth Criticality 

of service 

Low Latency 

Sensitivity 

1 Direct Protection  Dedicated physical link only. This 

service incorporates a direct 

physical link between substation 

switches for high speed no latency 

protection signalling.  

Full fibre  Critical  Physical layer 

propagation  

2 Multiplexed 

Protection  

Dedicated slice on SDH or channel 

on PDH. Running on multiplexed 

equipment over shared physical 

medium. Could be over fibre or to 

some extent copper and microwave.  

Full 

channel  

Critical  Critical  

3 Future 

Protection   

Dedicated logical path (using IP) on 

MPLS. Latency control is critical. 

Could be over fibre, copper or 

microwave.  

Low at 

edge  

Critical  Critical  

4 SCADA 

(Transmission & 

Sub 

transmission)   

Real time access with medium 

sensitivity to latency Used for control 

– non protection. Could be over 

fibre, copper or microwave. IP 

based.  

Low at 

edge  

Very High  Moderate  

5 Distributed 

Systems 

SCADA (DSS)  

Real time access with low sensitivity 

to latency Could be over fibre, mesh 

radio, copper or microwave. Most 

typically this service would be used 

for control of reclosers and similar 

on 11kV feeders. Future IP based 

connection to centralised systems.  

Low at 

edge  

High Low 

6 Technical 

access to 

intelligent field 

devices (from 

within  Zone 

substations)   

Typically this service will be used by 

technical staff or systems to access 

smart substation devices such as 

protection relays, substation 

switches, transformers etc. This can 

be described as condition 

monitoring, configuration, firmware 

upgrades and historical data. IP 

based real time device access.  

100MBs  Medium Moderate 
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 Name Description Bandwidth Criticality 

of service 

Low Latency 

Sensitivity 

6A Technical 

access to 

intelligent field 

devices outside 

of zone 

substations  

Typically this service will be used by 

technical staff or systems to access 

smart field devices such as 

reclosers or switches, distribution 

transformers etc. This can be 

described as condition monitoring, 

configuration, firmware upgrades 

and historical data. IP and legacy 

protocol based real time device 

access.  

Moderate 

100K +  

Medium Low 

7  Corporate data 

fixed point  

IP based service with very low 

sensitivity to latency.  

High 

10Mb/s+  

Medium  Very low  

8  Corporate voice 

fixed point  

VoIP with medium/high sensitivity to 

latency.  

Moderate  High  High  

9  Corporate 

mobile voice  

Mobile phone service for corporate 

use without external (other 

organisation) over subscription of 

capacity. E.g. ‘Can’t get a line’ due 

to flooding of system by external 

parties. priority service for field use)  

N/A  Medium  N/A 

13  Alternate Mobile 

Voice  

Typically a commercial service. (Can 

be subject to call flooding) and 

subsequent denial of service.  

N/A  Medium  N/A  

10  Corporate 

Mobile data  

Mobile data in the 100Kbps upward 

range (targeted 500K upward) most 

often expected in use as field 

access to corporate systems.  

Moderate 

200K+  

High  Very Low  

11  Field Force 

Automation  

Central systems data to mobile field 

vehicles typically for dispatch, 

logging jobs, update jobs, GPS, 

Safety etc..  

Low per 

vehicle  

High  Low  

12  Mission critical 

mobile voice  

A voice service for delivery of 

trunked mobile radio. One to one, 

one to group or group to group. 

Could be IP based in the future. Not 

externally able to be oversubscribed. 

(Guaranteed number of circuits)  

Moderate  Critical N/A 

14  AMI  Automated meter reading  Low at 

edge but 

high in core  

Low  Very Low 
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 Name Description Bandwidth Criticality 

of service 

Low Latency 

Sensitivity 

15  DLC  Direct load control of customer 

loads. (e.g. air con, pool pumps, hot 

water or commercial loads)  

Low at 

edge  

Medium 

/High  

Very Low  

16  Video  Security, conferencing and infield 

video  

Moderate 

/High  

Low  High  

17 Interface to 

embedded / 

distributed 

generation 

Larger scale embedded / distributed 

generation requires Protection & 

SCADA interfaces to enable 

management of the distribution 

network interface.  

Low at 

Edge 

Low to 

Medium 

Low to 

Moderate 
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Attachment 1 –  
Project Benefits & Relative Size 
Summary  
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Telecommunications Strategy –  

Project benefits and relative size 

 

Legend: 

Scope 

A measure of business impact and the need for 

alignment with corporate policy and strategy 

Scale 

A measure of the extent and nature of primary 

and/or secondary systems impacted 

5 Enterprise 5 Large 

4 … 4 … 

3 … 3 … 

2 … 2 … 

1 Department 1 Small 

Note: Size = Scope x Scale is an indication of complexity and management effort (and to 

some extent cost), but not of precedence or ownership: 

 

 Some relatively small initiatives are enablers for much larger initiatives. Precedence 
relationships are indicated in the high-level schedule 

 The largest initiatives are imported from the Corporate IT strategy in order to 
emphasise the need for them at this level 

An example of a recent 4 (scope) x 5 (scale) = 20 (size) project is the DMS upgrade from 

GenE to PowerOn Fusion, at a cost of approximately $70m. 
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Initiative 

Benefits 

(How) 

Scope Scale Size 

IP/MPLS network & fibre 

deployment 

Project Matrix will provide for 

the Common Infrastructure 

Telecommunications (CIT) 

network as detailed in the 2008 

Telecommunications Strategy 

approved by the Board. 

On completion, the CIT will 

provide a high speed, highly 

secure environment for all 

Energex operational technology 

and will provide the basis for 

addressing the many security / 

obsolescence risks with the 

current systems and will 

provide new capability for 

deploying services to 

customers.   

4 5 20 

High risk copper pilot cable 

bearer replacements 

Avoids significant, long duration 

unplanned outages of 

transmission feeders that could 

result from in-service failure of 

the remaining operating pairs in 

high-risk copper bearers used 

for protection. 

2 2 4 

Replacement of obsolete 

microwave radios & 

miscellaneous refurbishment 

works 

Avoids significant, long duration 

unplanned outages of feeders 

that could result from in-service 

failure of unmaintainable plant. 

2 2 4 

PDH network rationalisation Mitigate risk of extended 

telecommunication service 

outages with equipment no 

longer available for purchase. 

 

2 2 4 
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Initiative 

Benefits 

(How) 

Scope Scale Size 

Migration of management and 

central applications to 

Operational Technology 

Environment 

Improved cybersecurity 

Improved visibility of OT 

infrastructure asset condition to 

enable better management 

 

2 2 4 

Replacement of TMR network Avoid loss of capability to 

communicate between staff in 

outer/rural areas and during 

times of disruption of public 

carrier networks (e.g. floods) 

4 4 16 

Continued deployment of DSS 

network 

Deliver more energy with the 

same infrastructure and use 

improved means to reduce fault 

impacts, avoid overloads and 

reduce contingency impacts 

through effective and fast load 

transfer operations. 

3 3 9 

Secondary systems asset 

management improvements 

Improved visibility of secondary 

systems assets to enable better 

management 

2 3 6 

Remote management of 

secondary systems 

Productivity and risk 

management 

(Enables remote configuration 

management of thousands of 

field devices) 

4 3 12 

Remote monitoring of 

secondary systems 

Productivity and risk 

management 

(Enables remote supervision of 

thousands of field devices) 

4 3 12 
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Initiative 

Benefits 

(How) 

Scope Scale Size 

Secure substation wireless 

network & VoIP introduction 

Improved access to corporate 

information sources (e.g. GIS, 

engineering drawings) 

2 1 3 

Condition monitoring data 

access enhancements 

Central access to existing 

sources of condition monitoring 

information for improved 

planning and asset 

management of primary plant. 

2 2 4 

Remote access to event and 

oscillographic data 

Productivity 

(Enables collection of event and 

oscillographic data without site 

visits – promotes systematic 

and complete auditing and 

investigation of power system 

incidents) 

3 3 9 

 

 

 


